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Abstract

The past decade has seen the development andasippliof emerging laser techniques for spray imggin
Two noticeable examples are Ballistic Imaging (&td Structured Laser lllumination Planar ImaginglF3).
The main motivation in developing such novel teges was to filter out the blurring effects introdd by
multiple light scattering in order to obtain reli@dwo-dimensional qualitative and quantitativeagpmforma-
tion. In parallel to this experimental developmevipnte Carlo (MC) simulation of light propagationdascat-
tering through spray systems has also been irdtidthile the MC simulation is a powerful and veilgatool
for modeling various spray geometries and detect@remes on a single computer, its main drawbaolkires
its long computational time. However, since 200@ragramming approach, named Compute Unified Device
Architecture (CUDA), has been created for perfogngeneral purpose calculations on Graphics Prougssi
Unit (GPU), as a data-parallel computing devicearits to the continuously increased number of doresm-
bination with larger memory bandwidth, recent GRiffer considerable extended resources for generglose
computing. In this article, we describe an accébefaersion of a validated MC model (originally geated at
ICLASS-2006), for the simulation of laser light pemation in sprays. The code is now capable ofingntine
calculations on a modern GPU card, showing a ~1fhease in simulation speed compared to the @iigier-
sion of the code. Thanks to these new possibilitles MC model presented in this article allowsadetl per-
formance analysis of various laser imaging techesqurhis is demonstrated for Bl where a time-gatipg
proach is used and for SLIPI where a modulatioretbdiitering is employed in the spatial domain.

Introduction

Due to large improvements in cameras (higher seitgjtlarger dynamic range, faster recoding frarage
etg and laser technology (higher pulse power, higbpetition rateetg the use of laser imaging techniques for
spray characterization has become more and maeetaie over the past two decades. The advantatpserf
imaging techniques over point measurements remairle possibility of rapidly obtaining two-dimenosial
spray information, as well as investigating in detpray breakups from successive single-shot imalyever-
theless, it is well known that the major sourcemwbrs, while imaging a spray with visible lightjginate from
the large detection of multiple light scattering. dvoid such issues, some researchers have switoh@acident
wavelength to X-rays light (largely avoiding scatig effects and considering absorption insteafijfdile oth-
ers have developed more advanced imaging technlipsesd on a variety of filtering strategies [2;B)is in-
tense activity in the development of new spray imggechniques is mostly based on experimentalntgst
However, due to the complexity of the problem (p@dpersity, inhomogeneity and transient naturepohg
systems) one optical system can perform more srdéficiently from one spray to another. Most intpatly it
is of interest to quantify the filtering capabilfiyym different approaches and compare them irouarsituations.
It has been reported that this optimization coddpbrformed by modeling the light propagation tigtosprays
using Monte Carlo (MC) simulation [4]. Even thouttjie MC method is considered as “gold standard”,tduts
accuracy and flexibility in considering inhomogensthree-dimensional geometries, its main limitatemains
the large computing time required on a single cdempurhe main concept behind a MC algorithm is reak
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down a complex problem into a smaller and moreledsifined set of calculations which are repeatddrge
number of times. Different calculation paths indutie use of random numbers and a succession lodmliby
density functions. This random sampling processt tesufficiently repeated in order to reduce stiatl fluc-
tuations. As the iterations are performed indepetigérom each other, the overall simulation isHtigparal-
lelizable.

A graphics card which is able to execute non-gregtiasks is referred to as a General Purpose {8sph
Processing Unit (GP-GPU). The benefit of using a@®RJ is due to its capability to perform calculasoon
multiple input data simultaneously. On modern hanay one single instruction has the potential tesfi the
calculation on hundreds of input parameters, wttike Central Processing Unit (CPU) would finish Hzene
calculations for the first few input parametersyorithanks to these new capabilities, tasks whiavipusly
required significant computational time can nowelecuted several orders of magnitude faster. Gsievthich
benefits from this recent increase in speed idvtbete Carlo modeling.

This article focuses on the GP-GPU acceleratiom ionte Carlo code specially designed for the satiorh
of light propagation and scattering in spray systeDetails regarding the original development aaldation of
the code can be found in [5]. Thanks to its nevabdjpies of the code has been used in this artcktudy both,
how a time-gated approach is capable of increasmage contrast (used in Ballistic Imaging [2]) amalv the
structured illumination approach (used in SLIP)) [i8]capable of rejecting the multiple light scattg intensity.

Modelling of the propagation of laser radiation insprays

Definition of the spray region where the Monte Carkimulation is applicable

The definition of ‘tlense spray'diverges in between experimentalists, diagnosticiand modelers. In this
article we provide a definition from an optical pbf view where a spray can either kmptically dense”or
“optically dilute. In an optically dense spray, photons interacbverage, more than once with the immersed
droplets. On the contrary, in a dilute spray phstioeract less than once in average making thgessitattering
approximation valid in those conditions. Followitlgs and respecting the definition from A. H. Lefebstating
that “a spray is a system of droplets immersed gaseous continuous phase”, the near-field spgigrreof an
atomizing spray, which might contain an intact idjoore or a liquid sheet, cannot be defined asresel spray,
but can instead be described as"8pFay formation region” The far-field region of an atomizing spray becom-
ing, then, théspray region”. An illustration supporting this description isopided in Figure 1.

7

A Liquid core
Disturbances
Ligament
Spray formation
region
Primary breakups
0 0
o 0,
o) o Secondary breakups
0008000%/8/
\ 4 0 0°
.......................... y \Q%.OQQDgDDQOO
° o 0?3000 %2 g Polydisperse and
°°°o° 00,000 0 —— inhom?geneous
. ° 00 o000 collection of droplets
Spray region 6 02,076 50 0
o 9,0 0 5 0 oo
02 0 0 %9:° 04 %, 0
-3 20 00%0 00006, 0 —> Optically dilute spray when I, /I;> 37%
I; °°°° 0 0%°%% o 0,°0° I/ Optically dense spray when I/ I;< 37%
v oooooo°°o°°°

Figure 1 lllustration of the structure of an atomizing sprahe spray region can either be optically dilte
optically dense depending on the droplets numbesitle the droplets size and the illumination wawnejth. As
indicated in the figure a measure of light transinisi; /I; allows defining if the spray is optically densedor
lute for a given wavelength. The MC simulation prged here is only applicable in the spray region.
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Light propagation in the spray region

The propagation of a laser beam through a spragmyis subject to attenuation and multiple scattpef-
fects. These processes introduce errors in theureraent of droplet size and concentration as veelt alurs
the recorded images, providing unfaithful quali@tdescription of the investigated spray. Theseguses are
described as follows:

1- Laser extinction: Light beam attenuation alohg incident direction due to both scattering ansbgt>
tion. Depending on their position along the lagee-bf-sight, droplets are not illuminated with te@me light
intensity (see Fig.2a).

2- Signal attenuation: Attenuation between thediewt laser beam (or sheet) and the detector (alsedc
out-of-plane attenuation). It corresponds to “seleopn scattering” from droplets lying between theb@ beam
and the detector (see Fig.2a).

3- Multiple scattering: “Extraneous light” detectafter being scattered by a number of the surragndi
droplets (see Fig.2b).

The magnitude of error introduced by each of thpseesses varies with position, in a manner deperate
the spray geometry. Corrective solutions are unigueesach source-detector configuration and fothesmray
structure. The most flexible way to understand audntify the amount of error introduced by attermmand
multiple scattering in practical optical diagnostaf a spray is to simulate the problem.

(@ (t,

Figure 2 lllustration of light attenuation (a) and multieattering (b) when probing the spray region \&ith
laser beam. The incident radiation is attenuatedtdiboth scattering and absorption. Dependindherpbsition
along the laser beam, particles are not illuminatéti the same energy. The singly scattered phobeng a
probability to be scattered more times while egitihe spray volume, as shown in (b).

The Radiative Transfer Equation

The radiative transfer theory is a theoretical nhéolethe transport of photons through a scattermeglium.
The method ignores the behavior of the componermewaplitudes and phases, and treats photons raspaot
ticles. The theory is based on the central Radiafransfer Equation (RTE) (or equation of radiatnansfer).
The RTE is a balance of energy between the incaniuggoing, absorbed, scattered and emitted photons
through a volume element. For the case of a las@mbpropagating in a homogeneous spray volume {ngean
that the number density of dropl&ss constant), the RTE is given as:

Y- sy em (9105 0W
u—’ —_— g -

@ (b) (©)
with m=m+m=NX5,+5,)

wheret is time, dw is the solid angle around' andc is the speed of the light in the surrounding mediu
The scattering phase functioh(s, s'), describes the probability for a photon with aitiahdirection s to be

scattered into the directiog' after a scattering event. The RTE can be sumnthezefollows: the change of
radiance along a line of sight , term (a), corresisao the loss of radiance due to the extinctfanadent light,
term (b), plus the amount of radiance that is eoadt from all other directions' into the incident direction
s shown in term (c). The total extinction represeriigderm (b) equals the radiance lost due to stattef the
incident light in all other directions and the utie that is absorbed at each light-droplet interadif the
droplets are absorbing at a the excited incidenveleagth). RTE is applicable for a wide range obiw media
including spray systems; however the analyticaltsmhs are only available in rather simple circuamses
where assumptions and simplifications are introdute reduce the equation to a more tractable fdm].



5000

4500 1

4000 1

w ]
=1 il
=1 =
=] =

Taotal Simulation Time [seconds]

1000

500 F

12" ICLASS 2012 Development of future spray imaginfrtiggues using GP-GPU Monte Carlo simulations

Since there are no analytical solutions availabléné transport equation in realistic cases, nuraktechniques
have been developed. The most versatile numeratatien to solve the RTE is based on the Monte €arl
approach.

The Monte Carlo simulation

In 2006, a MC model has been developed and vatidgké] for the investigation of light scattering i
sprays. The main assumption of the MC technique define the source light as point entities repnésag pho-
ton packets. Each photon enters the simulated medantaining scattering and absorbing centers. ellaes-
ters correspond, in the case of a formed spragpherical droplets. Photons are characterized aitlnitial
direction and each photon is tracked as it trabetsugh the spray medium. The photon trajectogorerned by
probability density functions defined beforehartte probability that a photon is scattered, the qodlty that it
is absorbed and the probability to follow a newediion of propagation after a scattering event.efhaustive
description of the MC model would be too long todsevided in this article. However, the reader bane ac-
cess to a complete description of the MC code heeel and of its original algorithm in [4,5].

General Purposes computing on Graphics Processingtsl GP-GPU

The original purpose behind the development of GRltds was to speed-up the rendering of three-
dimensional vector graphics used in computer gafies.rendering step consists of a large numberecfor
and matrix multiplications where the final two-dinsgonal images are made of textured and coloredgtes.
Even though the graphics card had good capabilitieperforming vector and matrix operations, tesults
from the calculations could only be accessed asnage after the rendering had completed. Accessiage
data in this manner was slow and as a result,Giabls were not suited for general purpose calcuistio

On a modern system multiple threads are executpdrailel. Threads running in parallel on a CPUraost
often not limited in size or execution order. Buiedo the low amount of parallel threads, the dvepeed can
be improved on devices designed for parallel taskypical CPU can run threads at speeds up to H3.@s it
is often the case with parallel circuits, the clegeed of the graphics cards is lower than itsgleithreaded”
cousins CPU. A typical modern GPU is running witblack speed of ~1 GHz, which is three times slothan
a CPU. However, due to the much larger amountsualel threads available to a GPU, parallel tagksw it to
reduce the total execution time compared to a Giydeveral orders of magnitude. This speed perfocmaan
be even more increased if two or three graphicscard used in parallel, as shown by E. Alerstaml[8].
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Figure 3 Execution time comparison for 100 million of phesdaunched, between the old MC code running
on the CPU (Intel Core i7 950: only one core us#ud,new parallelized MC code running on the CRitie(l
Core i7 950: 8 cores used including hyper-thregdargl the new code running on the GPU (Nvidia Ge€or
GTX 460, 2048 MB memory). In (a), the total timetbé simulation as a function of the optical degtshown
for various sizes of non-absorbing water droplegpended in air. (b) is a detailed representatfdia)ofor the
GPU cases only. (c) is the relative speed-up ohtve MC code in comparison with the old code. tliserved,
in the case of 0.1 microns particles (near-isotrgpiattering), that the code is able to speed-@sithulation by
a factor of 100 times.



Due to the design limitations, multiple threads ama GPU must perform the same type of operatimimg an
equal amount of execution time. Threads on a GRlmided into different workgroups. Each workgrpby
specification, must be independent of each othelewhreads inside a single workgroup are abledmrauni-
cate with each other through shared memory andhsgnization. In this article, a Monte Carlo modet fight
scattering in sprays has been optimized using GB-Gihal results showing the relative speed up betwthe
old and the new code are shown in Fig.3(c) as etifom of the optical depth [9].

Examples of simulations and results:

Description of the simulations:

The simulated medium consist of a cubic volumeiofethsion 10 mm x 10 mm x 10 mm, containing non-
absorbing water droplets suspended in air. Thactfe indices of the droplets and of the surrongdiir are
considered to beg= 1.33+0.0 andn,= 1.00+0.0 respectively. The simulated scattering mediumoissilered
monodispersed with droplets of either 2rG or 20 m in diameter. The incident wavelength is monoctatien
and equals 532 nm. Two simulation configuratiomsiavestigated:

In the first configuration, the forward scatterilight is detected and a 1ps time-gating approaaisésl to-
gether with a 100 fs and 1ps incident pulse regmdgt A highly scattering spray is considered haevhere the
optical depth is fixed t&®D = 10. An illustration of the simulation configuiat is depicted in Fig.3(a). The aim
of the simulation is to evaluate the ability of @stime-gate in transmitting spatial informationotlgh a spray
system. Imaging a square-wave test-chart providemaenient method to estimate the spatial respohtiee
time gated imaging system at a single spatial faqy. For the fundamental spatial frequency ofstpeare-
wave pattern, the contrast of the ima@ejs defined asC = (I ., - | ,in ) /(! pax * i) + Wherelminand Imax

are the respective minimum and maximum intensiifehie imaged square-wave pattern. Two spatialutag
cies equal to 1 Ip/mm and 2 Ip/mm are imaged amad:cthiresponding contra€tl andC2 have been calculated
respectively. Similar type of simulation can berfdun [10] where the performance of a a completiidtia
Imaging system was investigated.

In the second configuration, the side scatterighjtlis detected and a modulated laser sheet isasstt in-
cident source of light. The optical density is istcase much lower and equ@l® = 3. An illustration of the
simulation configuration is depicted in Fig.4(bheTaim of the simulation is to evaluate the abiityStructured
Laser lllumination Planar Imaging in filtering thight intensity from multiple scattering. A compsoh with
single scattering detection highlights the perfarogaof the technique and its capability in provideccurate
quantitative measurement of the extinction coedfiti
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Figure 4 Description of the simulations: The outer dimensiof the medium are 10 mm x 10 mm x 10 mm.
The 532 nm light source is positioned on the bade fof the simulated volume and enters a spragrsysbn-
sisting of monodispersed water droplets. Droplé&® m and 20 m in diameter have been considered respec-
tively. In (a) the collecting lens is detecting toeward light scattering and the medium is higbbattering with
an optical depth of 10. In this simulation, a tigeting approach is employed to investigate the ex@antrast
enhancement. In (b) the collecting lens is detgctive light scattered at 90° and the medium haderate
optical depth of 3. In this simulation, a structiitumination filtering approach is tested on argr configura-
tion (SLIPI). The capability in extracting the cect extinction coefficient is investigated.
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Results for time-gated imaging: Application for Badtic Imaging

(a

Without time gating

Pulse: 100fs - Time gate: 1ps

75

Pulse: 1ps - Time gate: 1ps

(b)

Figure 5 Image contrast comparison for three different sa€m the left no time-gating; in the centre, a 1ps
time-gate is used with a 100 fs incident pulsett@right, a 1ps time-gate is used with a 1 psdew pulse.
Water droplets of 2.5m and 20 m are considered in (a) and (b) respectively. @iiserved that the best con-
trast is obtained for the case of 1 ps time-gath Wips imaging pulse. Also the 2th droplets exhibit a higher
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Results for structured illumination filtering: Apgtation for SLIPI
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Figure 6 Results comparison between conventional planagimga single scattering detection and SLIPI.
The vertically integrated signal is plotted belomcle image. The SLIPI image is reconstructed udingetim-
ages where the incident laser sheet is modulateti@gn on the left side of the figure. Water drtsplef 2.5 m
and 20 m are considered in (a) and (b) respectively. @iiserved that an exponential decay, very cloghdo
single light scattering detection (with an extinaticoefficient ~3.0 cff), can be extracted with SLIPI for the
small droplets. For the large droplets discrepaneteurs with a measured extinction coefficienta cnt.
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Discussion for the Ballistic Imaging results

It is seen from the results presented in Fig.5higiter image contrast is obtained when the duraifadhe
incident pulse matches with the time-gate appkegherimentally, a ballistics imaging setup using$2 Kerr
cell is capable of gating within 1-2 picosecondsing an incident pulse of 1 ps (instead of 100sfsally used)
helps in increasing the image contrast by a faztdr35 and 2 for the 2.5m and 20 m droplets respectively.
Further studies regarding contrast enhancemenfuasction of pulse duration and time-gate will bedstigated
in a near-future. A second observation is that ¢kiengh the contrast is lower for the 218, the square shape
of the imaged test-chart remains well preservedth@rcontrary, for the large droplets (2@), a more sinusoi-
dal shape of the imaged test-chart can be obsearmptljing that image distortion and loss of infotina at high
frequencies are induced by the scattering of figith the large droplets. A Fourier analysis of thsultant im-
ages could help in quantifying these distortiomref. Finally, in the case of the 2 droplets where light
scatters at large angles from the forward directiloa effect of spatial filtering can be particlyefficient for
contrast enhancement.

Discussion for the SLIPI results

It is seen from the results presented in Fig.6ttmaexponential decay of the incident light intgngepre-

sented by the single scattering detection) canbberged on the SLIPIimages. By using an exponéfiitiag

to the curves, a measure of the extinction coefiicis extracted. For the 2.5n and 20 m droplets, an extinc-
tion coefficient of 2.8 cm and 1.9 cnt are found respectively. As the extinction coeffitiused in the simula-
tion equals 3.0 cth this demonstrates that an accurate measureésvalosfor the small droplets while diver-
gence occurs for the large ones. This is, oncenagaluced by the highly forward peak in the pHasetion of
large particles, as demonstrated experimentall§ih By increasing the frequency of the moduldtesr sheet
could lead to more accurate results. Further sinams are required to better understand suchifilggprocess.

Conclusions

The optimized code presented here allows solvingptex scattering problems and simulating advano®abt
ing schemes, within a reasonable time-frame antouttthe need of expensive super computers. To @ive
order of magnitudes in term of computer performanddile the original code [6] presented at ICLASE@&
was showing simulations using a number of 3 billbdphotons, the results presented in this ariobebased on
600 bhillions of photons. This increase in numbeplebtons sent through the simulated spray systiEwsabet-
ter statistics, which is of particular importan¢echallenging detection conditions (small collenti@ngle, ultra-
fast time-gated detection, side scattering dete&tfd. Thanks to these new capabilities, advanced spnag-
ing techniques such as Ballistic Imaging and Slc#i be analyzed in detail and further improved>asmgpli-
fied in this article.
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